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Ix concluding his Hugo Miiller lecture 82 J. D. Bernal deplored the fact that
(in 1945) structure analysis * is looked on somewhat as a mystery and [that]
it is difficult for any chemist brought up on existing lines even to under-
stand the meaning of its results *’. This may have been unduly pessimistic,
but it is certainly true that most statements about diffraction methods and
their results contained in books on molecular structure and valency written
in the last ten years do little to dispel the mystery and certainly give no
help to the chemist who wishes to assess the worth of diffraction results in
particular cases. There is undoubtedly a perennial need for such help, but
a review aiming to give it and to survey the current state of accurate X-ray
analysis is particularly appropriate at the present time because the problems
of locating atomic centres in molecules are now well understood and largely
solved, and crystallographers are beginning to turn their attention to new
problems such as that of determining the distribution of valency electrons.

In the ’thirties the major weapons with which modern structure analysis
is carried out were forged and tested. The heavy atom and isomorphous
replacement techniques, first used by Cork on the alums,3® were applied
to organic molecules with such success that in 1936 it was found possible
to make a complete structure analysis of a centro-symmetrical molecule
without the assistance of chemical information ;1% three-dimensional
methods were used, first in the extension of the Patterson synthesis,?t
then with the Fourier synthesis to a limited extent, e.g., on pentaerythritol,5
and in 1939, combined with the isomorphous replacement technique, in the
first determination of the structure of an asymmetric substance,®% again
without the help of chemical information. In spite of these successes,
however, progress in general was rather slow, and the results obtained, while
satisfactory enough when only problems of stereochemistry or of general

* This review develops, much more fully than was then possible, the theme which
I took for my Tilden Lecture to the Chemical Society in 1947.—E. G. C.
zZ 335
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molecular dimensions were in question, could not be used with confidence in
discussions of valency problems involving variations of a few hundredths of
an Angstrom unit, since there were no certain criteria for assessing their
aceuracy.

Since the war, apart from the increase in tempo which structure analysis
has experienced in common with most other sciences, the situation has been
changed completely by a number of factors of which the chief probably are
(@) the development of many derivative Fourier methods such as difference
and differential syntheses; (b) the application of punched-card and, more
recently, electronic digital machines to the calculation of three-dimensional
syntheses and of structure factors ; and (¢) the recognition of the different
classes of errors to which structure analysis is susceptible, the development
of methods for correcting systematic errors, and the application of statistical
methods to determine as precisely as possible the effect of random errors
on the probable accuracy of the results.

It will be observed that these three kinds of development are all con-
cerned with the inierpretation of the experimental data, and indeed the
emphasis in recent years has been on the better utilisation of the experi-
mental results rather than on raising the accuracy of the latter ; in fact,
until the methods of dealing with errors referred to under (c¢) had been
developed, there was no very clear means of deciding how extensive or how
accurate the experimental results ought to be. This is not to say that
experimental techniques have been neglected ; many improvements have
been made, but experimental error has not at any stage in recent, years been
the factor limiting further advance, although it might become so in the
near future.  As shown in Section 10 (p. 373), in some recent analyses rather
less than half the residual errors appear to be due to errors in the experi-
mental observations. It should be noted, however, that these remarks
apply primarily to organic substances which are rcasonably stable solids
under ordinary laboratory conditions; a notable feature of exprrimental
advances in recent years has been the development of techniques for the
X-ray examination of substances which require low temperatures, inert
atmospheres, or other special conditions for the experiments, and the results
obtained in such circumstances may not be as extensive or as accurate as
is necessary for a fully detailed structure analysis. In the case of benzene,
for example, it is unlikely that accurate measurement of the bond lengths
will be possible without a considerable improvement in experimental tech-
nique (involving very low temperatures) because, down to — 20° at least,
the thermal motion of the molecules is so great that perhaps only a quarter
of the total number of reflections theoretically possible with copper radiation
can be observed. Kxperimental difficulties may also set a limit to the
accuracy with which compounds containing very heavy atoms can be
analysed ; thus an accurate determination of the positions of the nitrogen
atoms in lead azide is difficult because the X-ray scattering {rom the lead
atoms ‘‘ swamps >’ that from the nitrogen atoms, whose contribution thus
becomes comparable with the experimental errors.

Nevertheless, there are very many cases where no such difficulties arise,
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and the successful prosecution of the analysis then depends only on over-
coming the interpretational difficulties. In the following Review an attempt
has been made to give a connected account of modern methods of doing
this which we hope may enable structure analysts to take stock and may
give others fairly precise indications of the power and limitations of present-
day X-ray analysis; such an account cannot unfortunately be divested
entirely of technicalities, but we hope that some chemists will find the
details interesting and that still more (pace Professor Bernal) will under-
stand the conclusions and their implications.

Of the major technical advances referred to above, the significance of
those relating to errors and accuracy will be immediately recognised by
anyone interested in correlating observed bond lengths and bond angles
with other molecular properties and particularly with the results of wave-
mechanical calculations; they will be even more important in the future
when, as we hope, the refinement of structure analyses will be carried far
enough to show the distribution of valency electrons in bonds. Errors and
questions of accuracy are dealt with fully in later sections of this Review,
as are also the various newer methods of Fourier synthesis, but it is perhaps
not out of place to comment briefly on mechanical and electrical aids to
computing. Punched-card methods, operated by professional computers in
collaboration with crystallographers, were used during the war in the
successful structure analysis of penicillin ;8¢ it was subsequently found 48, 49
that it was possible for crystallographers themselves to operate punched-
card methods of varying degrees of complexity, and during the past few
years the analyses of many structures have been greatly speeded up and in-
creased in accuracy with their help. In the last year or two, electronic digital
computers have been applied to crystallographic calculations,38, 59, 51, 72
and it already seems likely that they will revolutionise structure analysis.
Enormous though the help of punched-card machines has been, everything
which they have done could have been done in principle by means of desk
machines, and it is not greatly exaggerating to say that it could in actual
fact have been done that way, although naturally with much greater expendi-
ture of time. At the present time, the same calculations can be done on
electronic digital machines in a tenth to a twentieth of the time required
on punched-card machines; this ratio, however, is largely determined by
the relatively long time taken to prepare the material, to feed it into the
machines and to print out the results, for the actual calculating speed of
electronic machines is enormously greater than that of any other type.
The refinement of a crystal structure, as will be clear from the account
given below, is an iterative process, and whereas until very recently it has
been necessary to take results from the machine at each stage and use them
to prepare new data to put back into the machine for the next stage, it
will shortly be possible to arrange an electronic digital machine to make
the necessary adjustments to the data between stages internally without
wasting time in printing out. When such a programme has been perfected,
a structure analysis will then be taken from the approximate correct struc-
ture (see Fig. 1) to the end of the refinement in a few hours instead of as at
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present (usually) many weeks, and because of the very high speed it will
probably also be cheaper. This is already much more than could possibly
be envisaged with punched-card machines, but it is not too much to hope
that the solution of the phase problem (see p. 342) is attainable by means of
electronic machines. If this should prove to be so, interpretative techniques
would seem to have very little further to go for some time, and the pendulum
of development would swing to the experimental side, where among other
things strong efforts would no doubt be made to raise the speed of intensity
measurements, although physical laws would limit what could be done
without loss of accuracy in this direction.

1. Introduction

An X-ray single-crystal structure analysis can be separated into a series
of operations of which the difficulties vary considerably from one crystal
structure to another. There is, however, sufficient uniformity in the method
to make it possible to outline a general plan. This is shown in Fig. 1 as a
block diagram which forms the framework of our subsequent discussion.
As we are mainly concerned with the bearing of recent advances in the
technique of refinement and in the estimation of accuracy on the study of
molecular structures, the initial stages of the method are reviewed briefly
and are discussed in detail only when relevant to the question of reliability
of the final results.

It is convenient for the purpose of this article to have in mind a particular
problem of average difficulty ; for example, the structure analysis of a non-
planar organic molecule with about ten atoms (carbon, nitrogen, or oxygen)
apart from the hydrogens. Much of this account will apply similarly to far
simpler and to much more complex structures, though the emphasis at the
various stages would then be different in each case. In dimethyltriacetylene,!
for example, the structure is so simple that there is essentially no phase
problem, whereas in ribonuclease 2 the phase problem is so complicated that it
is difficult at present to visualise a detailed refinement.

Before discussing the scheme in Fig. 1 in detail, a brief account will be
given of the method as a whole, in order to show the relationships of the
various sections to each other and of the results at each stage to the final
electron distribution in the crystal.

The preliminary X-ray examination of the crystal aims to find the unit-
cell dimensions, the number of molecules in the repeating unit, and the
symmetry relations between molecules, ions, or atomic groups which are
conveniently expressed as the space group. Other relevant physical observa-
tions which may help the structure determination are the cleavage and
measurements of refractive indices, and pyro- and piezo-electricity. This
part of the research may occupy anything from a day to a month, depending
upon the nature and structure of the crystals. It is preliminary to the
structure analysis proper, because it is upon its results that the erystal-

1 Jeffrey and Rollett, Proc. Roy. Soc., 1952, A, 213, 86.
2 Carlisle and Scouloudi, <bid., 1951, A, 207, 496.
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lographer bases his judgment as to whether it is worth while proceeding to a
complete analysis, which will be a much more extensive research. A good
estimate of the time for the more straightforward part of the work can
then be made, but as only indirect methods are available for solving the
phase problem, it is not generally possible to predict the whole course of the
analysis. If the objective is information about a particular group of atoms
which occurs (with, so far as is known, no significant variation) in a number
of different crystalline substances, the wisest procedure is evidently to deter-
mine the space groups of as many as possible of them in order to select the
most promising for the detailed analysis.

If an analysis is to be carried to the limit of present-day technique, as
discussed in this Review, a complete experimental record must be made.
This consists of the measurements of the intensities of all the observable
diffraction spectra under the optimum conditions for accuracy. From
these measurements the amplitudes of the structure factors can be calculated
but not their phases, and it is the indirect deduction of these structure phases
which constitutes the phase problem. The detailed methods at present
available for solving this fundamental problem are of great technical interest
to the crystallographer and have recently been discussed elsewhere ;3 a
description of them is outside the scope of this Review, although it is relevant
later to give a brief enumeration of those which are particularly effective.

The attempts at solution of the phase problem lead to trial structures,
and when a correct one has been found the refinement is theoretically a
straightforward if somewhat formidable iterative process. In practice, as
shown in Fig. 1, the refinement is usually broken down into two stages : the
so-called two-dimensional and three-dimensional analysis. There is a good
practical reason for this distinction with a structure of average complexity ;
the calculations of the first part can be dealt with by means of a desk
calculator, while the second part usually requires large-scale computing
equipment of the Hollerith or electronic type. The two-dimensional refine-
ment of the projections of the molecules in the unit cell is therefore pursued
as far as possible before the structure is examined in all three dimensions
simultaneously. Before 1945, this was, with a few exceptions, the end of
the analysis. With corrections for certain systematic errors which would
now be applied, it is still a point at which the analysis can be concluded if
the objective is solely to determine configuration or some broad feature of
stereochemistry.

The three-dimensional refinement of atomic co-ordinates may proceed
cither by Fourier or by least-squares methods. There is a formal equivalence
of the two methods, although they differ in application and the results are
not usually exactly coincident owing to different relative weightings of the
experimental observations. This Review is mainly written in the terms of
the Fourier methods, but the least-squares treatment is discussed more
briefly in a separate section.

Until very recently the determination of the atomic co-ordinates from

3 ¢ Computing Methods and the Phase Problem in X-ray Analysis ’, Edit., Pepinsky,
The Pennsylvania State College, U.S.A., 1952.
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the three-dimensional refinement corrected for systematic crrors was the
end of the analysis. It is still the point of conclusion if the object of the
research is to elucidate a problem connected with the bond lengths or to
represent the molecule in terms of bond character and valence-bond
diagrams. Although the maxima of the atomic peaks are accurately known
at this stage, other features of the electron density are much less certain.
More information can be obtained by further refinement if, as is often the
caxe, the experimental errors are less than the discrepancies between {he
observed structure amplitudes and those calculated from the final atomic
co-ordinates. This additional information may be about the location of
the hydrogen electrons or about the asyminetry of the electron distribution
around the atomic centres which can arise from thermal motion and from
the participation of atomic electrons in the bouds between atoms. For
most structure analyses, the computations associated with these last stages
of refinement are cxtremely laborious, and it is only in a few selected
examples that results of this nature have so far been obtained.

I Preliminary X-ray and optical examination I

wpace group, cell dimensions, molecular symmetry

I Experimental meastirement of intensities l

The structure amplitudes, | Fuf

I The phase problem I

The trial structure

lVeriﬁcation and two-dimensional refinement of trial structure]

The approximate correct structure
(s.d. of bond Ie?gths ~0-03 A)

Three-dimensional refinement of atomic co-ordinates !

Accurate bond lengths, valency angles, and intcrmolecular distances
(s.d. of bond lengths ~ 0-01 A)

l Detailed refinement of the eleciron distribution

Thermal vibration parameters, hydrogen atom
positions, valency-electron distribution

Calculation of accuracy of atomic positions,
molecular dimensions, electron density values

Significance comparisons with theoretical
calculations and with other experimental results

Fia. 1
Schematic X-ray structure analysis.
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2. Information from Optical and Preliminary Crystal Data

If crystals of 0-02—0-10 em. can be grown, the optical and preliminary
X-ray cxamination presentls no difficulty, and even if all solvents yield only
minute, mal-formed, or twinned specimens, insurmountable experimental
difficulties are seldom encountered. These measurements give much im-
portant information relevant to the crystal-structure analysis, viz., the unit-
cell dimensions, the number of molecules in the unit ecll, the space group
or o choice of alternative space groups, the refractive indices, and the
cleavage.

The determination of the unit-cell dimensions from the measurement of
the directions of the diffracted spectra can be accurate to 0-001 A under
good experimental conditions. Together with the observed density, these
data provide the well-known X.-ray method of determining molecular
weights, the dominating factor in the accuracy of which is the difficulty of
measuring the densities of small crystals.

Of the 230 possible space groups, only 60 are uniquely characterised by
the X-ray diffraction spectra. Fortunately, these include P2,/c¢ which, if
optically active substances are excluded, is by far the commonest for organic
crystal structures. The ambiguities among the other 170 arise from the
inability of the X-ray diffraction to reveal the asymmetry of a structure.
All crystal structures diffract as if they were centro-symmetrical,* and it is
only when two elements of translational symmetry in combination require
a centre that the space group assignment is unique. Examination by optical
or pyro- and piezo-electric methods does not entirely resolve the problem,
for the external form of the crystals is never absolutely reliable and the
electrical measurements cannot detect weakly polar structures. This is
illustrated by the historic case of pentaerythritol where, in spite of intensive
study of the symmetry (Vol. 1 of the * Strukturbericht’’, 1929, gives 15
references), investigators could not distinguish between two space groups.
One of these required the valencies of the central carbon atom to be
pyramidal, while the other allowed the tetrahedral arrangement, later
established by a detailed analysis.> An X-ray method based on the statis-
tical distribution of the intensities of the diffracted spectra has been devel-
oped since 1945.¢ It is most effective, but suffers from the inconvenience
that it gives reliable decisions only with a large number of X-ray intensities,
whereas it is often desirable that the space group be known before under-
taking the bulk of the experimental intensity measurements, owing to the
considerable difference in the work involved in an analysis of a centro-
symmetrical and a non-centrosymmetrical structure.

The information about the molecular arrangement in the crystal which
can be deduced from the preliminary data depends very much upon the type

4 Peerdeman, van Bommel, and Bijvoet, Proc. K. Akad. Amsterdam, 1949, 52, 313.

5 Llewellyn, Cox, and Goodwin, J., 1937, 883.

¢ Wilson, Acta Cryst., 1949, 2, 318 ; Rogers, ibid., 1950, 3, 455 ; Howells, Phillips,
and Rogers, 1bid., p. 210.

* Under very special couditions, not applicable in ordinary structure analysis, this
is not true, and absolute configurations of asymmetric substances have been determined.4
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of molecule and the crystal class. In layer structures and those with large
planar molecules, the dimensions of the unit cell together with the refractive
indices often reveal the broad features of the molecular packing and put a
limit to the range of the possible molecular orientations. In the crystal
structure of a roughly spherical molecule such as a methyl-substituted cyclo-
hexane or a hexose, on the other hand, it is unlikely that the shape and
symmetry of the crystal lattice will give any clues to the solution of the
structure analysis; for in these, the molecular packing will conform to
some three-dimensional system of intermolecular forces and there will be
no chain or layer aggregation which can be revealed by the physical proper-
ties of the crystals.

In diamond,? which is a particular example of a giant molecule, where
each carbon atom occupies a special position in a highly symmetrical cubic
lattice, the interatomic separation is determined directly by measurement
of the cell dimension. This parameter has been measured by the very
accurate divergent-beam technique 8 to 0-00005 A. The cell sides of
individual diamonds vary over a range of ¢ = 3-55970 4 20kX at 18°,
which corresponds to a C-C separation of 1-54447 1 0-00009 A. There
are inorganic covalent or ionic structures which resemble diamond in the
simplicity of their structures and many in which a proportion of the atoms
can be exactly located from the cell dimensions and space group (as a group
the minerals provide the most examples). The most favourable cases in
organic molecular structures are those in which the symmetry of the crystal
structure corresponds with the symmetry of the molecule and thereby
reduces the number of unknown parameters in the analysis. There are
many examples of this for molecules with centres of symmetry, and fewer
for those with mirror planes or two-fold axes. It is not the general rule,
however, and is exceptional with molecules of higher symmetry. For
example, although several methane derivatives such as tetranitromethane ?
crystallise with cubic symmetry, the six-fold axes of hexamethylbenzene 10
and coronene ' are not reproduced in the crystal symmetry.

3. The Solution of the Phase Problem

From a known or postulated electron distribution in a crystal it is
possible to calculate the directions and intensities of all the diffracted
spectra produced under any given experimental conditions. If the reverse
were true, X-ray structure analysis would be a straightforward procedure
leading directly from the experimental measurements to the calculation of
the final result. In fact there is an intermediate step which requires deduc-
tive methods and is generally called the phase problem.

The structure factor of the diffracted spectrum is denoted by Fgb-,
where hkl is the order of the spectrum ; F¢P is a complex number giving

7 Structure Reports for 1947—8, Vol. 11, Vosthoek, Utrecht.
8 Lonsdale, Phil. Trans., 1947, A, 840, 219.

? Oda, Iida, and Nitta, J. Chem. Soc. Japan, 1943, 64, 616.
10 Brockway and Robertson, J., 1939, 1324.

11 Robertson and White, J., 1945, 607.
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the amplitude and phase of the diffracted wave relative to that from an
isolated electron at the origin of co-ordinates under the same experimental
conditions. The intensity 5%, which is measured by photographic blacken-
ing or some equivalent method, is related to Fo&* by

D Ly = | Fo 12 . . .

where Lp contains Lorentz, polarisation, and other known factors and
| Febs- | is the amplitude. The phases, amu, cannot be measured experi-
mentally, and must be deduced during the course of the analysis if use is
to be made of the refinement methods discussed later.

An obvious method of solving a structurc is to postulate a succession
of atomic arrangements until one is found from which the calculated
amplitudes | F&l* | agree with the experimental values. This trial structure,
even if only approximately correct, may then serve to give sufficient know-
ledge of the phase angles to permit the completion of the analysis by means
of Fourier methods. This trial and error method of deduction is very
laborious for problems with more than a few independent parameters, and
important advances have been made in the last few years in the use of
Fourier transforms in conjunction with optical analogue mcthods'? to
replace the numerical calculations.

There are also two direct approaches to the problem of structure solution,
one discovered in 1935 by Patterson 1® and the other in 1945 by Harker and
Kasper.1* Patterson’s method depends upon the fact that while the Fobs
relate to the distribution of atoms in the crystal, the | Fgbs- |2 relate to the
distribution of interatomic distances. Since | Fgb® |2 is known from (1),
this distribution is known and is conveniently evaluated by means of the
Fourier synthesis expressed in equation (2) and generally called the Patterson
synthesis :

1
Plxyz) = 172 2 Z | o5 |2 cos 2n(ha + by + Iz) . . {2

This method has had many successful applications and is especially
useful if the molecules contain a relatively few atoms of atomic number
much greater than the majority. It becomes ineffective for organic struec-
tures containing many carbon, nitrogen, or oxygen atoms because of the
multiplicity of interatomic vectors of equal weight which cannot be resolved.

The more recent method is only useful for centrosymmetrical structures
where the phase angles are 0 or . It uses the conditions that the electron
density is nowhere negative and is represented approximately by a set of
spherical atoms, in conjunction with the mathematical relationships known
as the Schwarz and Cauchy inequalities. A number of structures has been
solved with the partial help of this method and a smaller number by this
method alone. It has the limitation that it requires several of the X-ray
intensities to be exceptionally strong, and the chance of this decreases as

12 Lipson and Taylor, Acta Cryst., 1951, 4, 458.
I3 Patterson, Z. Krist.,, 1935, 90, 517, 543.
11 Harker and Kasper. Acta Oryst., 1948, 1, 70.
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the number of atoms in the asymmetric unit increases.1% A recent ~tatistical
application appears to extend its scope.l® Other related methods of dircct
sign determination have been proposed which have had a more limited
success. 17, 18

There are also methods which depend upon special characteristics of
the structure under investigation ; the most familiar of these are the heavy-
atom method 1* and the isomorphous-replacement method.’® By whatever
method the phase problem is solved, with the possible exception of the last
two, it is seldom immediately apparent that a correct solution has been
found, and the real test gencrally lies in the progress of the subsequent
structure refinement.

4, Verification of the Trial Solution

The proof that a set of co-ordinates or of phases constitutes a correct
solution to the deductive part of the analysis is provided only when it is
shown to lead to a structure which refines satisfactorily. The procedure
of solution and refinement can be regarded as an attempt to minimise the
discrepancies between the observed and calculated amplitudes by adjusting
the atomic positions in the unit ccll and the atomic scattering factors,
i.e., to minimise some weighted function of the obwerved and calculated
amplitudes ; e.g.,

_
By = 2,4 Wy | E | — [ Figs |)?

hkl

) ) -2
- ; wm[l Fas ] — | ;fi oxp ( — 2 b+ hys - 120 IJ L

where w,,, is the weight attached to the observation with indices hki, f; is
the scattering factor of the ith atom whose atomic co-ordinates are s, i, 2

in fractions of the unit cell edges ; 2 is summed over all observations ;
kit

and Z is summed over the N atoms in the unit cell. The precise form of

N

B depends upon the method of refinement, but whatever it is, R is a function
of 3N variables which are the co-ordinates in the unit cell of the N atoms
(83N —1 in a non-centrosymmetrical structure). The aim of the refinement
process is to find the lowest minimum in this 3N-dimensional function. In
a technically perfect analysis the residual discrepancies would then be due
to experimental errors alone.

The possibilities of what may happen in refinement can be discussed
by considering three forms for the variation of B with change of parameters.

Case 1 : R has a single minimum only. A form of R in a one-parameter
problem might be as shown in Fig. 2. For this case the trial structure can
be any spatial combination of the atoms in the unit cell (with approximately
correct scattering factors), and the correct structure within the limits of

15 Hughes, Acta Cryst., 1949, 2, 34. 16 Zachariasen, tbid., 1952, 5, 68.
17 Sayre, tbid., p. 60. 18 Cochran, ibid., p. 65. 1® Robertson, J., 1936, 1195.
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the experimental errors will be the automatic result of an iterative refine-
ment calculation. There is really no phase problem to solve.

It is only in this case that the general method of steepest descents 20
will lead to a solution for any trial set of co-ordinates. For multi-parameter
structures this is a very special case.

Case 2: R has two (or more) identical minima. A one-parameter
problem might be as in Fig. 8. This is the Patterson ambiguity,®* and is so
called because both (or all) the structures which correspond to the minima
in R have exactly the same distribution of interatomic vector distances.
They are therefore cquivalent interpretations of the Patterson synthesis
(equation 2), and of the experimental observations, and can in no way be
distinguished by X-ray data alone. This is not altogether a hypothetical
case, and a well-known example is the onc-parameter problem of locating

N

2] I" Fae) o x; 70

Fic. 2 Fia. 3

the metal ions in bixbyite, (Mn,Fe),0,.22 In this structure there are
two physically distinct arrangements which give the same X-ray intensities.
This, however, is only because the diffraction by the oxygen atoms is so
small as to be negligible compared with that of the metal ions. In principle,
and probably in practice, the two structures could be distinguished with
very accurate intensity measurements. This was not necessary because
one structure could be rejected as it required the oxygen atoms to occupy
chemically implausible positions.

If a Patterson ambiguity should occur in the analysis of an organic
molecular structure, it is even less likely to be unresolved than in the com-
pact arrangements of inorganic crystals, as the criteria of chemical sense
are then more exacting. A mathematical study of the ambiguities in a
general one-dimensional array of atoms has been made by Patterson.!

Case 3 : R has one minimum which is the best fit between the observed
and calculated amplitudes and many others for which the agreement is

20 Booth, Nature, 1947, 160, 196 , J. Chem. Phys., 1947, 15, 415.

21 Patterson, Phys. Review, 1944, 65, 195.
22 Pauling and Shappell, Z. Krist., 1930, 75, 128.
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more or less inferior. This is the general case which includes all multi-
parameter analyses with few exceptions. In a one-parameter problem, the
form of R might be as in Fig. 4. For an iterative refinement to the true
solution o be possible, it is essential that the trial structure lies on the
slope of the trough that leads to that solution. A trial structure at 4
will refine to B, whereas one at €' can only proceed to D). The only way of
deciding whether a trial structure is at a position like 4 or C is to proceed
some way along the refinement process. This is why the approximate true
structure is represented in the block diagram in Fig. 1 as known for certain
only after the first stage of refinement of the analysis. The distinction
between a good trial structure, e.g., 4, and a bad one, e.g., C, although not
immediately apparent, is usually clearly defined in practice at an early stage
of this first refinement. With a good trial structure the agreement between

o If Ve
Fic. 4

observed and calculated amplitudes improves progressively at each reitera-
tion of refinement until the minimum is reached, at which two conditions
are fulfilled : (i) the agreement is ‘satisfactory’, and (ii) the atomic para-
meters correspond to a molecule which is chemically sensible. In contrast,
with a bad trial structure, successive refinement does not improve the
agreement beyond an unsatisfactory stage, and the parameters do not
conform to a sensible arrangement of atoms.

A qualitative agreement between the observed and calculated amplitudes
is not always sufficient to confirm a correct choice of trial structure and it
is useful to have a numerical test of agreement. One that has been very
generally adopted is the sum of the differences between the observed and
calculated amplitudes divided by the sum of the observed amplitudes for
all measured reflexions :

2

hkl

I ﬁ’ull I . I _Fm,lc l

. . . N3]
Zl Fhkl!

hEl

R =
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Expressed as above, where it is necessarily less than 1, it is called the
agreement index, (or disagreement index!) E; as a percentage 100E is
the percentage discrepancy.

An interesting example of a false trial structure is provided by the
analysis 23 of 2 :2'-di-(1 : 3-dioxacyclopentyl) (I). Chemical evidence sup-
ported the cis-1:4:5: 8-tetraoxadecalin configuration (II), and a trial
structure based on this refined from R = 0-55 to 0-38 but no further. When
this was rejected, a trial structure based on (I) refined from R = 0-55 to
0-13, and provided the correct solution. The Fourier projection corre-

H,C—0 0-CH, N N
N / 1,  cH  CH,
CHoH | ; |
/ N HC CH  CH,
H,C—0O 0—CH, NSNS
O O
(I) (IL)

sponding to the incorrect trial (Fig. 5) was good enough to be misleading,
although it implied a C-O bond length of 1-80 A. It has much in common
with the correct electron-density map (Fig. 6).

The agreement index, R in equation (4), does not correspond exactly to
the function minimised by either the Fourier or the least-squares method
of refinement, 24 but it is easily computed and is often used as an indication
of the merit of an analysis. Inno way does it replace the proper quantitative
calculations of accuracy described later, being necessarily a rough assess-
ment for quick inspection. As a guide to this diagnostic use it is helpful
to consider the values of R for (i) a random array of the atoms with no
relationship to the true structure, (ii) a promising trial structure, and (iii) a
confirmed true solution. For (i) Wilson 25 has shown that the average
value is 0-828 for a centrosymmetrical structure and 0-586 for a non-centro-
symmetrical structure. Clearly, any trial structure which gives values
greater than this is not worth pursuing.

A theoretical discussion which has bearing on (ii) has recently been given
by Luzzati,?® who has derived a relationship between R and | Ar |.| swu |,
where | Ar | is the root-mean-square of the errors in the atomic positions,
and | $a | = 2 sin Opy /A is the reciprocal of the spacing of the crystallo-
graphic planes. This relation is shown graphically in Fig. 7, where the full
and the broken lines refer to centrosymmetrical and non-centrosymmetrical
structures, respectively. As would be expected, a particular root-mean-
square error in the atomiec co-ordinates results in a more serious discrepancy
between observed and calculated amplitudes for a plane of small spacing
than for one of large spacing. The R values shown in Fig. 7 exclude the
experimental errors; they may therefore be 0-05—0-20 less than actual
values, and the relation is not relevant to the accuracy of a fully refined
analysis.

23 Furburg and Hassel, Acta Chem. Scand., 1950, 4, 1584.
24 Vand, Acta Cryst., 1951, 4, 285,
25 Wilson, dbid., 1950, 8, 398. 28 Luzzati, tbid., 1952, 5§, 802.
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From general experience it is found that, with a centre of symmetry, an
agreement index better than 0-50 corresponds to a reasonable trial structure.
With a correct solution, R should improve on successive refinement to 0-20

| S E——
%

Fig. 5 Fig. 6
The electron-density map corresponding to The electron-density map corresponding
the limit of refinement with the incorrect to the limit of refinement with the correct
trial structure based on (II). trial structure based on (I).

(Figs. 5 and 6 reproduced, by permission, from Furberg and Hassel, dcfe Chem. Scand., 1950, 4, 1584.)
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o o2 0!4 o5 5T
Sin 8
Fia. 7
Variation of R with sin @ for various values of | 4r |.
(Reproduced, by permission, from Luzzoti, dcda Cryst, 1932, §, 8U2.)

or better ; further improvement by the inclusion of hydrogen scattering
and anisotropic scattering factors is discussed later. TFor a non-centro-
symmetrical structure the values of R should be about £ of those for centro-
symmetrical structures, other things being equal.
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5. Fourier Refinement of Atomic Co-ordinates

Apart from providing an elegant representation of the experimental data
in terms of an electron-density map,?? the Fourier synthesis is a means of
progressing from a crude towards an exact analysis of the structure. A
very approximate electron-density map based on a few known phases can
be extended in favourable circumstances to include all the experimental
amplitudes by the well-known method of successive Fourier refinement.®®
This was the first systematic method of structure refinement and is still
the most efficient means of carrying out this stage of the analysis. As the
refinement of a single structure may require six or more successive Fourier
computations, this method has stimulated the design of a number of special
machines, the most outstanding of which is the X-RAC,% where the electron-
density contour map is presented on the screen of a cathode-ray tube.

The successive Fourier refinement in the centrosymmetrical structure
has converged completely when all the observed amplitudes have been
assigned phases and there are no changes of phase from the previous step
(the non-centrosymmetrical case, which has not been properly understood
until recently, is more complicated and will be discussed later). As is
apparent from the discussion in the previous section, the method will only
lead to the true answer if the first set of co-ordinates correspond to a
correct trial structure. The cis-1:4 :5: 8-tetraoxadecalin example (p. 347)
shows how successive refinement on an incorrect trial structure failed to
converge to the true structure.

The actual appearance of the electron-density map is often used to
judge the progress of the refinement and to make the decision whether to
pursue or reject a trial structure. The two features which should improve
with each successive refinement are (1) the shape of the contours near the
atom centres, which should be almost circular, and (2) the electron density
away from the atoms, which should nowhere have an appreciable negative
value (in the use of X-RAC this coundition 3 is the basis of a technique of
phase determination for rapid refinement without calculation).

The Fourier synthesis may be used to represent the distribution of the
eleetron density in the unit cell of a crystal in the three different ways
expressed in the equations (5), (6), and (7) where a, 4, and V are the length
of an axis, the arca of & projection, and the volume of the cell respectively :

1 [ce]
plr) = - Z | Faoo | cos (2mha - oy00) . . . )
1 v v -
" 3 .£§.J Z[ Frolcos @ ha { ky — o) . . (B)
1 o0 @
plryz) = VZ Z Z | Fryg| cos L he 4 by bl —oyy) . (7)

27 Bragg, Phil. Trans., 1915, 215, 283.
28 Robertson, Rep. Progr. Phys., 1938, 4, 332.
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These correspond to the one-, two-, and three-dimensional Fourier syntheses
respectively. In the one-dimensional synthesis, the data for the orders of
a principal reflection (~ 10 observations) are used to calculate the projection
of the electron density in the whole cell on to a principal erystallographic
axis. Except in the simplest of structures the electron density of many
of the atoms in the cell becomes superimposed and it is generally impossible
to obtain any useful information. The two-dimensional synthesis, which
employs the data from a principal zone of reflections (~ 10% observations),
is much more commonly used. This gives the projection of the electron
density on to a face of the unit cell ; if each atomic peak is resolved in at
least two of the three projections the three co-ordinates of each atom can
be deduced.

The three-dimensional synthesis uses all the available experimental
data (~ 10% observations) and gives the atomic co-ordinates directly.
Since atoms in crystals are always more than 1 A apart, there is no ambiguity
due to the overlapping and non-resolution of atomic peaks, which is often
a source of difficulty in the interpretation of the projections in complicated
structures. In every respect but onc the three-dimensional synthesis is
superior to the two-dimensional. This important disadvantage is that the
computation of the electron density even at comparatively large intervals
(~0-2 A) throughout the unit cell is a major task ; it is the chief reason
why most structure analyses before 1945 were two-dimensional. Now that
the requisite large-scale computing methods have been developed, three-
dimensional syntheses can be tackled as a matter of routine, and they are
generally applied to complicated organic structures and to those where
the desired standard of accuracy can only be achieved by making use of all
available X-ray intensity data.

To some extent the recent developments in refinement technique, and
in particular the method of difference syntheses, have overcome the difficulties
which restricted the usefulness of the two-dimensional synthesis, and these
still play an important role in the modern analysis. The three-dimensional
refinement is more cumbersome even with large-scale computing equipment,
and it is commonsense practice to extract as much information as possible
from the principal zone reflections before undertaking the full (£kl) com-
putations.

The improvements in Fourier refinement technique introduced since
1945, although closely inter-related, are conveniently discussed under three
separate headings: (a) correction for termination of series errors, () the
use of difference syntheses, and (¢) the refinement of unresolved projections.
() applies equally to two- and three-dimensional syntheses; (b) is also
important for both but has so far been used mainly in projections.

(@) Termination of Series Errors.—Since the first use of Fourier methods,
it has been realised ?® that systematic errors will occur in the electron-
density distribution as a consequence of the use of a finite number of | F9bs- |
in a summation which theoretically requires an infinite series [equations (5),
(6), and (7)]. These are variously called diffraction errors, finite series errors,

29 Bragg and West, Phil. Mag., 1930, 10, 823.
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termination of series errors, or simply series errors. The effect for a single
peak is illustrated in Fig. 8.

The diffraction ripples from one atomic peak shift the maxima of others,
and in combination they introduce spurious features on the electron-density

N
Fia. 8

(Top) A single peak from an infinite Fourier series.
(Bottom) A single peak from a finite Fourier series.

map which can obscure and distort fine detail concerning lighter atoms or
valency electrons. Another consequence of the finite series is a reduction
in the height and curvature of the maxima.

A similar effect, quite separate from the diffraction errors, arises from
the spread of the electron cloud by the thermal motion which results in
overlapping of the peaks. A consequence of this temperature effect is that

<= e s A‘_/ <23
Fia. 9
(Top) Two peaks from finite Fourier series, with small thermal motion.

(Bottom) Two peaks from finite Fourier series, with large thermal motion.

the positions of the maxima of the electron density at the experimental
temperature are not necessarily the same as those at absolute zero. As an
example, Cruickshank 3¢ has shown that, with the thermal motion appro-
priate to dibenzyl at room temperature, two carbon atoms placed 1-386 A

30 Cruickshank, Acta Cryst., 1949, 2, 65.
AA
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apart will appear 0-009 A closer in the infinite series electron density ; at
1:540 A, the contraction is 0-005 A.

As explained below, the corrections for both the diffraction and the
overlapping errors are usually made simultaneously, the whole correction
being called the finite series correction, although strictly this is a misnomer.

Before 1945, attempts were made to eliminate the diffraction errors by
applying an artificial temperature factor # to the observed structurc ampli-
tudes ; this had the effect of flattening and spreading the peaks as illustrated
in Fig. 9, thereby increasing the overlapping errors. A simple and effective
way of correcting for both diffraction and overlapping errors was proposed
by Booth.3! 1In the final stages of refinement of a structure analysis there
will be close agreement between the observed and calculated F’s, and the
two Fourier syntheses computed with #°" and Fe#le- as coefficients will be
subject to approximately the same systematic errors provided that both
summations are over exactly corresponding sets of terms. The effects of
series errors on the maxima in the Fede- gynthesis can be known, for they
are the differences between the co-ordinates for which the F’s were calculated
and those of the corresponding maxima in the synthesis. These differences
can then be applied with reversed signs as the corrections to the co-ordinates
of the maxima in the F°" gynthesis. Because the sequence in a structure
analysis is to calculate the F’s from the co-ordinates, x#°'s, of the maxima
in the observed synthesis and then to compute an F4¥ synthesis to obtain
the ac2lc- the true co-ordinates, &%, are given by

ab == gobs. (xca]c. — xnbs.) . . . . (8)

and hence this is sometimes called the back-shift 3 method of correction.

In non-centrosymmetrical structures, any change in co-ordinates brings
about a change in the phases, which can have any value between 0 and 27 ;
this in turn results in new co-ordinates and the successive Fourier refinement
theoretically never ends. Cruickshank 33 has shown that in the limit this
infinite process together with the termination of series corrections is equiva-
lent to a resultant co-ordinate shift of twice that appropriate for a centro-
symmetrical structure. This double-shift rule applies to all co-ordinates in
the space group Pl, and in other non-centrosymmetrical space groups to
those whose directions have no components normal to symmetry axes,
i.e., those parameters determined only by F’s with general phases. For
corrections in directions normal to symmetry axes, e.g., 2, z in P2;, an
n-shift-rule 32 is applicable, where n has a value between 1 and 2 depending
upon the proportions of real and complex F’s. The factor n can conveniently
be introduced into the calculation of the series errors by giving the general
asymmetric #’s twice the weight of those whose phase-angles are integral
multiples of z.3¢ The n-shift rule can only be applied where no one atom
predominantly determines the phases ; if this is not the case a more elaborate
treatment is necessary, as, e.g., in the analysis of NaNO,.3%

31 Booth, Proc. Roy. Soc., 1946, 4, 188, 77.

32 Shoemaker, Donohue, Schomaker, and Corey, J. Amer. Chem. Soc., 1950, 72, 2328.

33 Cruickshank, Adcta Cryst., 1950, 3, 10.
3% Jdem, ibid., 1952, 5, 511. 35 Truter, ¢bid., in the press.
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The magnitudes of series corrections to atomic positions are not incon-
siderable, particularly if the structure contains light and heavy atoms;
this is illustrated by the analysis of §-isoprene sulphone.3%

Bond lengths in fB-isoprene sulphone :

without series correction with series correction
H,C H,C
104 102
C=—=CH C—=CH
141 14l 141 147 138 \147
H,C CH, H,C CH,
N A PN A
S S
AN ZN
O (6] 6] O

Thesc corrections, although never larger than 0-06 A, were in such direc-
tions as to alter profoundly the interpretation of the results. In the analysis
of thiophthen,3? which also contains sulphur and carbon atoms, the greatest
series correction resulted in a C~C bond length change of 0:035 A. In the
dibenzyl 3 analysis the biggest change was 0037 A ; in naphthalene and
anthracene the effects were smaller 38 (Tables 1 and 2).

Tapre 1. Bond lengths (A) in naphthalene

Bond et hsdx W eeton
AB 1-369 0-010 1-363
BC 1-426 0-007 1-421

B
f \ac/ ”} cD 1-424 0-009 1-420
e 4 DE 1-362 0-008 1-354
N NES AR 1-404 0-009 1-395
oo 1393 0-010 1-395
TaBLE 2. Bond lengths (A) in anthracene

Bond et Lsd N et
AB 1365 0-009 1-361
BC 1-428 0-007 1.426
AL V2N cD 1-393 0-007 1-387
Al Al DE 1-398 0-006 1395
. ER 1418 0-008 1412
NFNEONES PO 1-375 0-007 1-366
RY2 1408 0-010 1-390
CE 1-436 0-007 1140

*E.s.d = estimated standard deviation (see p. 366).

38 Jeffrey, dcta Cryst., 1951, 4, 58. 37 Cox, Gillot, and Jeffrey, ibid., 1950, 8, 243.
38 Ahmed and Cruickshank, bid., 1952, 5, 852.
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In all these examples the experimental data were obtained with Cu-K
radiation. If the use of a shorter-wave-length radiation increases the
number of terms in the Fourier synthesis the finite series corrections are
reduced. For example, in the resolved projection of oxalic acid dihydrate
the mean shifts 3 were 0-017 A with the data % from Cu-K radiation and
0-002 A with those from Mo-K radiation.%

The finite series errors also affect the relative peak heights. In anthra-
cene, the contours in the observed synthesis vary from 7-56 eA—3 t09-76 eA-3,
but 1-16 eA~2 of this variation has been shown 38 to be due to finite series.
In dimethyltriacetylene ! a variation of 0-35 eA~2 from the mean in the
uncorrected synthesis was reduced to 0-06 eA~2% by correction.

(b) Use of Difference Syntheses.*? 43—The difference synthesis is a Fourier
synthesis, with coefficients (Fy- — F&le), summed only for those planes
for which there is a corresponding term in the #'°bs- synthesis [4.e., if FoPs: = 0,
(Fovs: — Fealey — 0], The series corrections calculated from an Fobs- and
an (Fobs- — Feale) gynthesis will be identical with those from two separate
Fovs and Feale- syntheses ; but, apart from the computational advantage
that the coefficients of difference syntheses are small numbers, other uses
are made of the fact that they express in graphical form the discrepancies
between the observed and calculated electron densities.

The criterion for refinement by difference syntheses is to adjust the
co-ordinates of the atoms (from which the Fe¥¢- are calculated) until the
gradients in the difference synthesis at the atomic positions are zero ; this
implies that the gradients in the F°b and F¢¢ syntheses are equal :

a(Pobs. - cali) _ a(pobs. — pcalc.) _ a(pobs. — pealc.) —0 . ' (9)
ox oy 0z
where (p°Ps — pcale) is the electron density on the difference synthesis.

The aim is to flatten out the difference map, and the appropriate adjust-
ments to the atomic co-ordinates or to the scattering factors (f; in equation 3)
can be deduced either by direct calculation or by qualitatively interpreting
the appearance of the difference map and trying out the effect of successive
parameter changes. As all sources of discrepancy between F°bs- and Feale-
superimpose their effects, it is always necessary to confirm that a parameter
change has resulted in an overall improvement of the synthesis, and the trial
method has much to recommend it in complicated cases.

The characteristic feature of a difference map associated with a co-
ordinate shift is illustrated in Fig. 10 in profile and contour. This arises
when the observed and the calculated maxima do not become superimposed.
Fig. 11 shows an actual example from the analysis of adenine hydrochloride.44
The formule for the calculation of the co-ordinate shift from the values of
the difference gradient and Febs- curvature at the ‘ observed’ co-ordinates
are given by Cochran 44 and Cruickshank.33

3% Ahmed and Cruickshank, Acta Cryst., 1953, 6, 385.

40 Robertson and Woodward, J., 1936, 1817.

41 Brill, Hermann, and Peters, Ann. Physik, 1942, 43, 357.

42 Booth, Nature, 1948, 161, 765. 43 Cochran, Acta Cryst., 1951, 4, 408.
4t Idem, ibid., p. 81.
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The difference synthesis is also used to extend the imformation which
can be obtamed from projection data, to locate hydrogen atoms, and to
study the asymmetry of electron density about atom centres , these applica-
tions are discussed in the next and later sections

20 N

4

Fia. 10

Theoretical difference map feature corresponding to a co ordwnate shaft  On lower diagram,
full lines posutwve, broken lines negatie

Fia 11

Exzample of three successwe stages wn a difference map refinement by co ordinate shafts
of four atoms Contours at wntervals of 0 25 eA~2, zero contour wndicated by 0, negatwe
contours broken

(Reproduced, by permission, from Cochran Acta Cryst, 1951, 4, 81)
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(c) The Refinement of Unresolved Projections.— A common restriction to
the usefulness of Fourier projections is the non-resolution of electron-density
peaks, which arises when atoms in the same or adjacent molecules overlap
in the projections of the unit cell. This is one reason why many of the
successful earlier analyses of organic structures were achieved on planar
molecules, where, by assuming planarity, ambiguities could be resolved.
The difficulty is well illustrated by the comparison of the two-dimensional
projection ¥ and three-dimensional sectional representation 46 of the
electron-density maps of single molecules of dibenzyl (Fig. 12).

Fie. 12

(Left-hand side) A two-dimensional p’rtg'ect’ion of the electron density in dibenzyl.
Contour intervals, 1:0 A-2,
(Reproduced, by permission, from Robertson, Proc Roy Soc, 1935, 4, 150, 348 )

(Raght-hand side) The three-dimensional sections of the eleciron density in dibenzyl.
Contour intervals are 10 0A~3, zero omitted and one-electron line
dotted.

(Reproduced, by permission, from Jeffiey, Proc Roy Soc, 1947, A, 188, 222)

In some analyses the method of bounded projections *7 can be very useful,
especially for resolving overlapping molecules. It has the disadvantage
that it frequently requires computations of the same magnitude as for three-
dimensional syntheses without a comparable increase in accuracy.

The criterion for applying difference syntheses to find the positions of
unresolved atoms in projections is the same 3¢ as for the correction of single-
atom co-ordinates, ¢.e., equation (9). The equations given by Cruickshank 3¢
for the calculation of the shifts from the assumed to the true atomic positions

45 Robertson, Proc. Roy. Soc., 1935, A, 150, 348.

46 Jeffrey, ibid., 1947, 4, 188, 222.
17 Booth, Trans. Faraday Sec., 1945, 41, 434.
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involve the gradients in the difference synthesis and some second differential
quantities, which have to be computed separately. An example of the use
of this technique is the two-dimensional refinement of the structure of
oxalic acid dihydrate.?® In practice the {p°" — p®I®) maps are more

Fia. 13

Theoretical difference map feature corresponding to unresolved atoms placed too close
together, in profile.

Fre. 14
Theoretrcal difference map feature corresponding to unresolved atoms ; atoms placed too

close together, full lines poswive, broken lines negative ; atoms placed too far apart, vice
versa.

complicated than for resolved atoms, and the technique of flattening them
by trial shifts of the co-ordinates is usually the more efficient. The qualita-
tive features of difference syntheses which correspond to assumed positions
too close together and too far apart are shown in Figs. 13 and 14.

6. The Computational Problem and the Use of Differential
Syntheses

The refinement of a crystal structure analysis is necessarily an iterative
process with the alternate calculation of Fourier syntheses and structure
factors. Even in the two-dimensional analysis these calculations are suffi-
ciently laborious to inspire the numerous  aids >’ to crystal analysis which
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range from simple slide rules or graphical methods to costly electronic
special-purpose machines. For three-dimensional analysis, large-scale com-
putation equipment is a necessity. The B.T.M.%% and 1.B.M.* punched-
card machines have been successfully applied to these calculations, and
more recently use has been made of the electronic digital computers at
Cambridge,5® Manchester,’ and elsewhere. The speed and capacity of the
electronic machines is such that, with the Manchester machine, programmes
have now been devised which make it possible to proceed from the correct
trial structure to the refined atomic co-ord-
20 inates by computations carried out cyclically
400 within the machine.
P00 i au ity For the refinement from the confirmed
2 6 10 4 18 22 2% 30 . .
2(60ths of c-axrs) correct trial structure to the accurate atomic
co-ordinates, the usual form of the three-
dimensional Fourier synthesis computation
given by equation (7) is very inefficient, for
the electron density is computed at many
unnecessary points in the unit cell. This in-
2(60ths of c-axis) efficiency is enhanced by the fact that the
Fie. 15 printing-out of the results from an electronic
Comparison ~?f Fourier and  computer is at present some hundreds of times
S;gf;eﬁzjl Wf:) A S;’;‘Z“f; slower than the infernal arithmetical opera-
dimethyliriacetylene. tions ; to a lesser degree, the same is true
(Reproduced, by permission, from of punched-card equipment.
Ty st 4. WA g Y ot The differential Fourier synthesis 52 is
more suitable for large-scale computing,
since the values of the gradients and curvatures at a point close to a
maximum provide a sensitive method of calculating its exact co-ordinates
(cf. Fig. 15). In place of the summation given in equation (7), the method
in general requires summations for dp/0, dp/0y, dp/0z of the type shown in
equation (10), and for 9% /9x?, 8%,/9y?, 0% /022, 0% /0x Oy, 8% /0x 0z, % /Oy 0z
of the type shown in equation (11).

0 25 . —
é§=—WZZ'ZMFg}gilsm(anx—i—ky—f—lz—ochkl) .. (10)

0? 47> — -
é.;g = — (?VZZZJZZI Fovs- | cos 2m b + ky + Iz — ay) . (11)

where z, ¥, z, is a point close to the maximum of the ith atom. The

T i

9p/dz(arbitrary units)

48 Cox and Jeffrey, Acta Cryst., 1949, 2, 341 ; Cox, Gross, and Jeffrey, ibid., p. 351 ;
Greenhalgh and Jeffrey, tbid., 1950, 311 ; Cox, Gross, and Jeffrey, Proc. Leeds Phil.
Soc., 1947, 5, 1; Greenhalgh, ¢bid., 1950, §, 301 ; Truter, ibid., in the press.

4 Shaffer, Schomaker, and Pauling, J. Chem. Phys., 1946, 14, 648, 659 ; Donohue
and Schomaker, Acta Cryst., 1949, 2, 344 ; Grems and Kasper, ibid., p. 347.

50 Bennett and Kendrew, ibid., 1952, 5, 109.

51 Ahmed and Cruickshank, ¢bid., 1953, 6, 765.

52 Booth, Trans. Faraday Soc., 1946, 42, 444.
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shifts &, &y, &, are given by the three equations of the type
0%

2% % __ _ 0 12
a—ﬁsz -+ %@ey + 3 azaz =~ . . . (12)

7. The Location of Hydrogen Afoms

Since the contribution to the diffracted intensity for each atom depends
upon the square of the numbers of electrons, the effects of hydrogen atoms
are small and their positions can only be detected, if at all, in the final stages
of an accurate analysis. In a number of investigations, e.g., of br-alanine 53
and N-acetylglycine,>* the agreement index was significantly improved
when contributions were included for the diffraction by the hydrogen atoms.
In the analysis of methylammonium chloride,’% in which the parameters
were refined by the least-squares method, an improved agreement resulted
from the inclusion of the hydrogen contribution of a rotating methyl group.
In these and similar examples the hydrogen positions were assumed from
the stereochemistry of the adjacent carbon atoms. More recently, hydrogen
atoms have been seen directly on the F°* Fourier maps as ill-defined
inflexions or small peaks close to the peaks of the heavier atoms; eg.,
anthracene ¢ (Fig. 16), hexamethylenediamine,’? rL,-threonine,?? deca-
borane,%® pentaborane.5®

A much clearer definition of the hydrogen atom electron density is
obtained from difference syntheses with Fourier coefficients (#°vs- — Feale)
in which hydrogen atoms are excluded from Feal¢.. This both removes the
peaks of the heavier atoms and eliminates the spurious background effects
due to series errors. In the two-dimensional analysis of adenine hydro-
chloride,** which was based on very accurate Geiger counter intensity
measurements, a difference synthesis refinement was carried through in con-
siderable detail to reveal the hydrogen electrons, without any previous
assumptions about their positions (Fig. 17).

In dimethyltriacetylene ! the hydrogen electron density of a rotating
methyl group is comparatively well defined in the difference syntheses,
although barely apparent in the syntheses with Fobs ; Fig. 18 shows the dis-
tribution of electron density above 0-3 eA~3 about a circle coaxial with the
linear molecule ; Fig. 18 is a section which includes the axis of the molecule
and is perpendicular to that shown in Fig. 19.

The effect on the agreement index of including hydrogen contributions
to the scattering is generally to produce a small but definite improve-
ment, and in favourable cases values of R lower than 0:10 have been
reported.

53 Levy and Corey, J. Amer. Chem. Soc., 1941, 63, 2095.

54 Carpenter and Donohue, bid., 1950, 72, 2315.

55 Hughes and Lipscomb, bid., 1946, 68, 1970.

56 Sinclair, Robertson, and Mathieson, Acta Cryst., 1950, 3, 251.
57 Binnie and Robertson, ibid., p. 424.

58 Kagper, Lucht, and Harker, dbid., p. 436.

5 Dulmage and Lipscomb, bid., 1952, §, 260.
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Fia. 16

Three-dimensional Fourier section in the plane of the molecule of anthracene. Contour
intervals are 0-5 eA—3, the half-electron line being dotted.

(Reproduced, by permission, from 8inclair, Robertson, and Mathieson, Aeta Cryst., 1950, 3, 245.)

The hydrogen electron density in adenine

hydrochloride. The difference between the

electron density projected on (010) and

that calculated for isolated Cl, O, N, and

C atoms whose cenires are indicated by

dots ; contour intervals 0-2 eA~3, negative
contours broken.

(Reproduced, by permission, from Cochran, Acta
Cryst., 1951, 4, 81.)

Fic. 18

The hydrogen electron density in dimethyl-
triacetylene. Section of three-dimensional
difference synthesis, normal to the mole-
cular azis. Contour intervals are 0-1
eA~-3; full lines positive, broken lines
negative, and — - —+—~ zero level.
(Figs. 18 and 19 reproduced, by permission, from

Jeffrey and Rollett, Proc. Roy. Soc., 1952, 4,
213, 86.)
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Fie. 19

The hydrogen electron density in dimethyltriacetylene. Section of three-dimenstonal
difference synthesis containing the molecular awxis. Contours as in Fig. 18,

8. The Thermal Motion

From the first stages of a crystal analysis allowance must be made for
the effect of the thermal motion of the atoms on their X-ray scattering
power.®® For isotropic thermal motion the scattering factors for a particular
atom, f;, are calculated from the expression

fi=flexp(— Bsin26/42) . . . . (13)
where f;® is the theoretical scattering factor calculated and tabulated for

the electron distribution of the atom af resf, and the exponential term
allows for the increased spread of the electron cloud. In this expression

B = 8n%u?, where %2 is the mean-square displacement of the atom in the
crystal lattice. The average value of B for all the atoms in the crystal
under the experimental conditions can be determined by a statistical method
from the slope of a plot of log (| Fobs| /| Feale |) against log § + Bsin26/22,
where 8 is the scale factor for converting the observed structure amplitudes,
| Fovs- |, into absolute values, and the | F¢2l¢ | are the calculated amplitudes
for a true structure with the atoms at rest. It is usually necessary to adjust
the constants § and B several times during a structure refinement.

The value of B for diamond at room temperature calculated from specific-
heat data is 0-147, of which 0-127 is the effect of zero-point vibration.€°
In organic structures, values for B calculated by the method given above
vary from close to zero to the order of 10 for molecular structures of low
melting point, e.g. 0-6 A=2 in w-anhydrous oxalic acid,®! 10-0 A-2 in penta-
borane 5 at — 115°, which correspond to mean displacements of 0-087 A
and 0-36 A, respectively. These are not, however, absolute values, for B
is a measure of the apparent spread of the electron cloud and will include the

60 James, ‘‘ The Optical Principles of the Diffraction of X-Rays >, 1948, Bell,
London.
81 Cox, Dougill, and Jeffrey, J., 1952, 4854.
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effect of all small and random displacements of the atoms from their mean
positions. Any detailed study of these atomic thermal motions should also
include corrections for certain systematic factors in intensity measurement
and in crystal absorption, which are often justifiably ignored in an analysis
where the object is molecular-structure determination. The absorption
corrections for the equatorial reflections from a cylindrical specimen,$? for
example, lie on a smooth curve which rises with increase of sin /4 ; the
omission of these from the Ly, in equation (1) acts in the opposite sense to
the effect of increased thermal motion in that it will sharpen the atomic peaks
in an F°bs: Fourier synthesis, and so operate in the structure refinement as
a weighting factor in favour of the high-order reflections.
In layer structures it may be necessary to introduce at a comparatively
early stage in the refinement an anisotropic thermal factor in the form
fi=flexp{ — (A + B cos? $) sin?0/2%} . . (14)
where A and (4 - B) are constants for reflecting planes parallel and per-
pendicular to the direction of maximum vibration of the molecule as a whole,
and ¢ is the angle between the normal to the reflecting plane and the direc-
tion of maximum vibration.$3
In the general case, the thermal motion is best studied by means of
difference syntheses, and a refinement of the thermal parameters (if necessary
different for each atom) can be carried out simultaneously with the co-ordin-
ate refinement.?%: 44 A discrepancy
between FoP* and Fe2l° due to aniso-
tropic motion results in characteristic
difference map features, and the semi-
qualitative trial method discussed
previously for the adjustment of co-
ordinates can also be used for deter-
mining the thermal constants. Fig. 20
shows the idealised effect of aniso-
tropic motion on a difference map ; in
practice there is often an associated
scale error, so that the pobs—cale. ig not
zero at the atom centre and the map
appears as in Fig. 21.44
The inclusion of the thermal para-
Theoretical differcnce map feature corres- meters in F Calc'_ generally brlr.lgs about
ponding to anisotropic thermal motion. small changes in the back-shift correc-
tions to the atomic co-ordinates, which
can be assessed directly from the difference synthesis. Ideally, the refine-
ment of both thermal and co-ordinate parameters should be pursued until
the difference map appears to relate only to the random errors of the experi-
mental measurements, and shows no systematic features that can be
associated with the structure. The detailed procedure will vary from one

62 ¢ Internationale Tabellen zur Bestimmung von Kristallstructuren *’, Vol. 11, 1935,

Borntraeger, Berlin.
83 Hughes, J. Amer. Chem. Soc., 1941, 63, 1737.
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structure analysis to another ; an example is the refinement of adenine
hydrochloride by Cochran.44

In a complete analysis, each atom will be defined by three co-ordinates
and six thermal parameters, all of which have been conjointly adjusted to
give the best agreement between Fobs and Feale, There is, however, a
danger in this procedure of attempting to ascribe to thermal motion all the
anisotropy of the electron densities about the atoms, as this may partly or

0
(c)

Examples of three successive stages in a difference refinement for co-ordinates and anisotropic
thermal motion of a chlorine atom in adenine hydrochloride. Contours at an interval of
0-5 eA-2; zero contour indicated by 0, negative contours broken.

(Reproduced, by permission, from Cochran, dcfa Cryst., 1951, 4, 81,)
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The contributions to the atomic scattering factor for carbon from K and L electrons.
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wholly obscure that due to the distribution of the valency electrons. From
a single electron-density distribution it is difficult to distinguish the effects
of thermal motion and bonding-electron distribution (cf. the structure
analysis of dimethyltriacetylene!). The ambiguity can be resolved in two
ways: (1) by two complete analyses at very different temperatures ; and
(2) by determining the thermal motion parameters from consideration of
the high-order reflections only, for which the major part of the X-ray scatter-
ing is from the inner electrons.

Fig. 22 shows the dependence upon sin /2 of the contributions to the
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atomic scattering power of the electrons in the K and L shells of a carbon
atom from the calculations of McWeeny.®* Beyond the limiting value of
sin 6/ for Cu-K radiation the inner K clectrons are responsible for more
than 85%, of the scattering; the outer L electron distribution becomes
important only for reflections with sin 0/4 < 0-5. Thus if the high-order
reflections are adequate to define the thermal motions, the difference
synthesis method applied to the low-order reflections will reveal the aniso-
tropy of the electron distribution due to chemical bonds. At room tempera-
ture, in hydrogen-bonded and high-melting structures the experimental
measurements can be adequately obtained with Mo-K radiation, but with
crystals melting below 100° it will be necessary to obtain the experimental
results at low temperatures so as to reduce the thermal motion and extend
the range of observations to sufficiently high sin §/4 values.

In this discussion, the thermal motion has been regarded merely as an
added complication to the problem of obtaining accurate molecular dimen-
sions and electron-density distributions. In some structures the thermal
behaviour of the molecules is of considerable interest in the study of inter-
molecular forces, particularly in those cases in which rigid-body angular
vibrations take place; examples of this are geranylamine hydrochloride 65
and anthracene.’® 38 More detailed studies of these and other examples
can be expected in the future.

9. The Least-squares Method of Structure Analysis

In the structure analysis of melamine 3 the difficulty that the atoms
overlapped in the projections was overcome by refining the parameters by
the method of least squares. This was the first application to X-ray analysis
of this well-known method, 6 in which parameters are determined by making
a function of the observed and calculated intensities a minimum. The two
functions commonly used in X-ray analysis are

Ro= D o (| P | — | Fge 1 . . . (15)
hEL
or By = D, wi (| P |2 — | Fgge 192 . . (16)

hkl

where w and w"’ are weights. The parameters are refined by the standard
least-squares procedure of successive solution of n simultaneous linear
equations in the n unknown parameters (the normal equations). The least-
squares method gives a solution even if there are only as many observations
as parameters, but to achieve the best accuracy it is usual to employ all the
available data. The computational problem is then of the same order of
magnitude as in a Fourier refinement.

The relation between the Fourier and least-squares methods was found
by Cochran 7 in 1948, who showed for resolved peaks that the co-ordinates

64 McWeeny, Acta Cryst., 1951, 4, 512.

85 Jeffrey, Proc. Roy. Soc., 1945, A, 183, 388.

8¢ Whittaker and Robinson, *‘ The Calculus of Observations >’, 1944, Blackie,
London and Glasgow. 87 Cochran, Acta Cryst., 1948, 1, 138.
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found by least squares from the function B, with w = 1/f are the same as
those found in the Fourier method when the back-corrections for finite series
are used. This connection has been examined in detail by Cruickshank,33, 34
who has shown the similarities of the full set of normal equations with the
equations used in refining difference syntheses when all the peaks are assumed
to overlap. When the peaks do not overlap the non-diagonal terms between
different atoms in the normal equations can be neglected, and the use of
the least-squares method is then similar to refinement by differential syn-
theses with back-corrections. Except for the different weighting there is
essentially no difference between the use of the least-squares method and
the analytical refinement of difference syntheses. The use of £, is related
to the use of the difference Patterson syntheses. Analyses done with the
aid of least squares thus do not call for any further discussion, and their
results are automatically corrected for the finite-series effect.

The accuracy of co-ordinates found by the least-squares method is given
by standard formule,%® and the relation of these error estimates to the
Fourier estimates, to be discussed shortly, is similar to that for the refine-
ment equations.®®: ¢ With correct weighting the least-squares method
gives slightly more accurate co-ordinates than does the ordinary Fourier
method, though in several analyses, in which co-ordinates have been found
by both methods, the least-squares errors were estimated to be the larger ;
e.¢., in threonine 32 the mean co-ordinate estimated standard deviations were
0-0061 A by the Fourier method and 0-6063 A by the least-squares method.
This reversal is probably due to the least-squares weights being inappropriate
to the overall errors. In the threonine analysis the root-mean-square
difference of the co-ordinates determined by the two methods was 0-0069 A
which is an indication of the effect of the different weighting of the data in
the two methods.

The use of the least-squares method is not restricted to the finding of
atomic co-ordinates, and it may be applied to the adjustment of atomic
scale and temperature factors.5® Cochran has related this to the correspond-
ing difference synthesis procedures.4®

The least-squares method requires that the electron demsity be repre-
sented by a finite number of parameters of known type. In this respect
it is inferior to the Fourier synthesis method for it does not give the overall
representation of the electron density, which is not only an aim of the
analysis but is also an invaluable guide in steering the course of the refine-
ment.

10. The Accuracy of the Crystal Structure Analysis

Up to about 1945 the accuracies of X-ray analyses were judged by the
consistency of the results or by the effect of variation of the parameters on
the agreement index. In favourable cases bond-length errors were estimated
at 4 0-02 to 4- 0-08 A. No theoretical justification for this had then been
given, and it was sometimes even suggested that the accuracy of atomic

88 Cruickshank, Acta Cryst., 1949, 2, 154.
8 Cruickshank and A. P. Robertson, ibid., 1953, 6, 698.
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positions was determined by the resolving power 0-64/2 sin 0,,.. This
situation was largely cleared up in 1945—1947 by the efforts of a number
of workers,?% 5 but particularly by Booth’s theoretical work 3. 71 on
diffraction ripples and the effects of experimental errors, which confirmed
the possibility of obtaining atomic positions with the order of accuracy
claimed from consistency. His treatment of diffraction ripples led to the
back-shift method of finite-series correction already discussed, and his
methods of estimating the other errors have been developed by Cruickshank 30
into the general quantitative method of estimating the standard deviations
of atomic positions discussed below.

For conciseness, the estimated standard deviations will be referred to
as esd.

(@) Conststency Tests.—A preliminary remark is necessary on the mean-
ing of such phrases as ““ This bond length is accurate to 4 0-05 A > which
sometimes occur in descriptions of structures for which no direct error
estimate has been made. The usual meaning seems to be that the errors
are unlikely to exceed 0-05 A, and not, as is usual in statistics, that the
standard deviation (root-mean-square error) is 0-05 A. This confusion is
avoided in the quantitative error method by finding the e.s.d., and then
discussing the likely limits of error by statistical significance tests.

The use and limitations of consistency estimates of the errors can be
illustrated by considering what may happen when a detailed analysis of
benzene is carried out. The only symmetry element provided by the crystal
space group for each molecule is a centre of symmetry, so that there will be
crystallographically independent determinations of three of the six carbon
atoms. If the molecule is assumed planar, one estimate of the errors will
be given by the deviation of one carbon atom from the plane through the
other two and the centre of symmetry. If the ring is assumed to be a
regular hexagon, another estimate will be given from the variation of the
three C—C bond lengths. The first limitation of the consistency method is
thus that it assumes what may require to be proved. In the structure
analysis of ethylenethiourea 72 (tetrahydro-2-thioglyoxaline) (ITI), the S
atom is displaced 0-03 A from the plane of the five-membered ring. An

H,C—NH
Nes
/

H,C—NH
(I1I)

accuracy estimate based on consistency might have taken this as the order
of magnitude of the errors, but the application of the quantitative method
showed that the displacement was highly significant.

The second limitation of the consistency method is that its estimates of
error are based on very few determinations of a parameter, so that its

7 Van Reijen, Physica, 1942, 5§, 461.
1 Booth, Proc. Roy. Soc., 1947, 4, 190, 482.
72 Wheatley, Acta Cryst., 1953, 6, 369.
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reliability is low even when the assumptions are justified. The third limita-
tion is that systematic errors are not revealed. In benzene the effect of
finite series and peak overlapping will tend to alter all the bond lengths
equally without distorting the planarity, so that an analysis uncorrected
for finite series will tend to show the same deviations as a corrected analysis.
Nevertheless, if the limitations are borne in mind, consistency estimates of
the errors can be a useful guide to the progress of an analysis, particularly
in the early stages when any real departures from, say, planarity are likely
to be small in comparison with the errors. Other rough consistency checks
on the progress of an analysis are given by comparisons of similar chemical
groupings in different structures, or by the comparison of bond lengths with
the sums of covalent radii.

(b) The Sources of Errors.—The errors in the final results of a structure
analysis arise from two entirely different sources, the errors in the experi-
mental measurements and those in the interpretation of the measurements.
The experimental errors are due to (i) errors in the determination of the cell
dimensions and (ii) errors in the | F9%-| . The interpretative errors are due
to (iii) approximation errors in the computations and (iv) imperfections in
the model used for the F<«lc’s, causing phase-angle errors and inaccurate
finite-series corrections.

The overall accuracy of an analysis is found by estimating the resultant
of these effects ; ordinarily (ii) and (iv) are the most important.

(i) By an appropriate experimental technique the cell side errors can
be reduced to the order of 0-G01 A, and they can then be ignored in com-
parison with the other errors. However, cell dimensions found from the
layer line spacings have e.s.d.’s of the order of 0-01 A, and then their errors
nwust not be entirely neglected. The fractional atomic co-ordinates given
by the rvefinement process are, of course, independent of the cell side
errors.

(ii) In the majority of the crystal-structure analyses mentioned in
this Review, the X-ray reflections were recorded photographically and
the intensities estimated visually. Photometry is a slower and more
tedious method and in general when several hundred values have to
be measured, greater accuracy is obtained in a given time by visual
estimation.

In dibenzyl,*® for 94 reflections the s.d. of the difference between inde-
pendent measurements by photometer and by visual estimation was 5-09
of the mean | °* | . Such a comparison is not generally possible, but the
usual practice is to record and visually to estimate each intensity more than
once. In threonine,?? for example, where a careful study of the accuracy
was made, of the 620 possible reflections, 65 were too weak to be observed,
74 were estiated once only, 303 twice, and 178 three times ; the final s.d.
of the amplitudes were estimated at 3:5%, for the majority of reflections,
and somewhat more for the weak and the very strong.

Recently, Geiger counters have been used for measuring intensities,
giving a considerable improvement in accuracy and in the detection of weak
reflections. In a comparison of the relative merits of Geiger-counter and

BB
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photographic methods, Cochran reports 7% e.s.d. of 1-—29, of 7I,,, for the
former against 12—189 of I,;; for the latter.

Apart from the random errors of experimental measurement, there are
systematic errors due to absorption and extinction.®® 7¢ Absorption is
well understood, and corrections can be made according to the shape of the
crystal, although this may involve tedious numerical integrations for the
(hkl) intensities. Frequently the problem is avoided by using specimens
of such dimensions that the absorption errors are of the same magnitude as
the random experimental errors. For example, in dimethyltriacetylene
the errors of both absorption and visual estimation had e.s.d. 0-05 | Fgis |,
giving a combined value 0-07 | F%%| . It is much more difficult to avoid
the errors due to extinction. This effect is a departure from the ideal
relation of equation (1), which results in low values for the structure ampli-
tudes of strong reflections with small sin §,,,. Sometimes extinction can
be reduced by immersing the crystals in liquid air.5; 7 Usually, extinction
affects only a few reflections, but if it is suspected that a large number are
concerned a lengthy empirical study is necessary. There is no satisfactory
theoretical method which can be applied. Extinction is a much more
serious obstacle to the study of the positions of hydrogen electrons and
valency electrons than to the determination of atomic co-ordinates, as the

accuracy of the latter depends on quantities such as {Z hZ(AF)z}%, the

high AF values of the extinguished low-order planes being compensated by
their low indices.

(iii) Computational rounding off errors are usually small, although
inadequate methods have sometimes been used. The accuracy of the
popular Beevers—-Lipson strips for Fourier synthesis has been examined by
Cochran # and Cruickshank,3® and they have been shown to be adequate
for most work on projections. In the three-dimensional Fourier analysis
of dibenzyl the co-ordinate e.s.d. arising from their use were shown to be
only 0-0¢4 A% If co-ordinates are determined from difference syntheses
with scaled-up coefficients, the strips are adequate for almost any purpose.

Of perhaps greater importance is the manner in which the positions of
the maxima are inferred from the arrays of numbers given by the Fourier
syntheses. Graphical methods or a combination of graphical and analytical
methods are very convenient, but may not be sufficiently precise for the
later stages of an accurate analysis. Strange to say, hardly any analyses
have been reported using proper two- or three-dimensional interpolation
formulee, such as the finite-difference form of the equations (12). A sound
but laborious analytical method, employing more than the minimum of data,
is the least squares fitting by a Gaussian function of the 27 densities in a
3 X 3 x 3 block enclosing the maximum.32

The use of differential syntheses 52 for finding the maxima is more
economical, and in its full form gives correct positions if the refinements
are small. However, there may be slight errors if assumptions are made
about the peak shapes to save computing the cross derivatives of the type

78 Cochran, Acta Cryst., 1950, 3, 268. 74 Lonsdale, Min. Mug., 1947, 28, 14.
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0%/0x 0y.52 For one of the atoms in ethylenethiourea 72 a difference of
0-005 A was obtained for one co-ordinate between the determination using
the exact values of the six second derivatives and that using only one inde-
pendent second derivative, a spherical peak being assumed.

The most important computational problem is to ensure that no mistakes
have been made. The difficulties arise not from the big mistakes, which
are almost sure to be noticed, but from the smaller ones. A good check is
given if the shifts in the last stages of refinement become successively
smaller ; ideally, the computations should be repeated by a different though
equivalent method.

(iv) True phase angles and finite-series corrections can only be obtained
from the unknown true electron density, so that those obtained from the
idealised model from which the F¢l¢’s are derived are necessarily imperfect,
and some allowance for this must be made. Fortunately it is not usually
necessary to estimate this error separately, as a simple method is available
for estimating the combined effects of this and the experimental errors.

(¢) Quantitative Accuracy Theory.—The electron density (7) may be
written

playz) = ;Z | Fra | [Z cos (2m he + ky + Iz Aoc):| .1

indep. form
where the inner summations are over those planes having the same | Fy, |
by symmetry, e.g., in P2, /a, | Fiyy | = | Fyz| = | Fa| = | Faz| -  Accord-

ingly, if o(F,;,) is the standard deviation of I}, the standard deviation of
the electron density is 7%

1 o 2
olplzyz)] = ?2 o Fi) [Z cos(2r hx + ky + 1z — a)J .. (18)

indep. form
For any general (x, y, z) position this has the approximate value 30

a(p)—;{;';‘gagw)}é S o)

At special positions in the unit cell, such as (0,0,0) or (0,0,z) a more general
formula has to be used.’® For example, in dimethyltriacetylene, space
group R3m, the estimated error at (0,0,0) was three times that at the general
(%,,2) positions.??

The values of co-ordinate standard deviations depend on the peak
curvatures and on the errors in the slopes of the clectron density. The
simplest formula occurs for a well-resolved spherical peak in a centro-
symmetrical structure with orthogonal axes, when

0 0%
o(x) = 6(82)/!87:2 . . . . (20)

where for a general position

()~ HE X Swan) . w

As for the density, a more general formula than (21) is required if an atom
75 Cruickshank and Rollett, Acta Cryst., 1953, 6, 706.
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is at a special position in the unit cell.?”> If the peaks are not spherical or
the axes not orthogonal, the formule given by Cruickshank must be used.30
To estimate the co-ordinate errors of peaks in unresolved projections the
altogether more general formule given by Cruickshank and A. P. Robertson
are needed.®® In non-centrosymmetric structures the errors in the phase
angles have to be allowed for. In the simpler cases the errors are n times
those estimated by the centrosymmetrical formule, n being the same con-
stant as in the n-shift refinement rule discussed in Section 5(a).

These formulee can be used to estimate the density or co-ordinate errors
if estimates of the o(F) can be made. A simple way of estimating the
combined effects of the experimental errors, (ii), and the model imperfec-

tions, (iv), is to use AF = , | Fobs. | — | Feale. | [ as an estimate of o(F).%

The merit of this method is that the degrees of accuracy of the measure-
ments and of the precision of the calculated model are reflected in the AF
values. It is open to the criticism that it treats the errors (iv) as random,
whereas they are systematic in the sense that the errors in different Feale’g
are correlated, but, provided the difference map shows no strong features
attributable to the calculated model, the method gives a satisfactory overall
estimate of the errors. An equivalent method of estimating o(dp/0x),
suggested by Cochran,** is to average 9(p°™ — p®®)/0z at a number of
points where p° is expected to be small.

If it is of interest to find the errors produced by the errors in the | F0bs- |
only, estimates of o(#) of the kind discussed in Section 10(b) (ii) may be
substituted in (18) or (21).

(@) Examples of Co-ordinate Errors—The most accurate method at
present practicable of determining co-ordinates would be to use Geiger-
vounter-measured intensities in a three-dimensional analysis. No such
analysis has so far been reported for an organic structure. The best results
to date have been obtained from three-dimensional analyses using photo-
graphic intensities from Cu-K radiation. The lowest e.s.d. yet reported
for carbon co-ordinates, estimated by using AF for o(F), is 0-G050 A in
dimethyltriacetylene,! a structure with agreement index B = 0-080. Other
low estimates are 00052 A in «-anhydrous oxalic acid 6! (R = 0-145), a
mean of 0-:0053 A in anthracene 3% (R = 0-182), a mean of 0-C058 A in
naphthalene 38 (R = 0-168), and 0-0067 A in threonine 32 (B = 0-112, non-
centrosymmetric). All these analyses were corrected for termination of
series, and in dimethyltriacetylene ! and threonine 32 the effects of hydrogen
atoms were allowed for.

In hetero-atom structures the co-ordinates of the heavier atoms are
more accurate because of their greater peak curvature; thus the e.s.d. of
the oxygens were 0-0044 A in o-oxalic acid and 0-0050 A in threonine. On
the other hand, the presence of the heavier atom is detrimental to the
aceuracy for the lighter atoms because of the lower absolute accuracy of the
| Fovs | ; thus in B-isoprene sulphone 3¢ the carbon e.s.d. are 0-0167 A,
although the sulphur e.s.d. is only 0-0037 A. In ethylenethiourea 7% the
carbon e.s.d. are 0-008 A and those of sulphur 0-002 A (R = 0-13).
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The accuracy of the results obtained from two-dimensional analyses
depends primarily on whether or not the peaks are resolved. Direct com-
parisons between the accuracy of a three-dimensional analysis and two-
dimensional resolved projections are available for dibenzyl,®® where the
carbon e.s.d. are 0-0074 and 0-0170 A respectively (R = 0-15), and dimethyl-
triacetylene, 0-005 and 0-010 A. Good carbon e.s.d. obtained in resolved
projections with photographic intensities from Cu-K radiation are 0-008 A
in ammonium oxalate hydrate 76 (R = 0-115), and 0-013 A in oxalic acid
dihydrate 3° (R = 0-146). In spite of the effects of the heavier chlorine
atom, still better results have been obtained in adenine hydrochloride 44
by using Geiger-counter measurements of intensities from copper and (in
part) molybdenum radiation, together with finite series corrections from a
model with carefully chosen anisotropic thermal parameters, giving carbon
e.s.d. of 0-007 A (R = 0-061).

The use of the shorter-wave-length Mo-K radiation increases the number
of intensities which can be measured, though it is more difficult to measure
them accurately. In the resolved projection of oxalic acid dihydrate 3°
the e.s.d. of the carbon co-ordinates are 0-0065 A (R = 0-144), as compared
with 0-013 A from Cu-K intensities.

An example of the accuracy of co-ordinates in unresolved projections
is given by the yz projection of the same structure in which the carbon and
the carbonyl-oxygen atom overlap seriously, their centres being 0-60 A
apart. After co-ordinates had been found by the analytical treatment of
the difference synthesis mentioned above, the carbon y co-ordinate c.s.d.
was estimated at 0-031 A for the Mo data, and 0-049 A for the Cu data only.
The errors would have been considerably larger if the co-ordinates in the
unresolved peak had not been found by difference syntheses or some
equivalent method.

(e) Errors in Molecular Dimensions.—From the chemical point of view
the interest lies in the errors of the molecular dimensions, the bond lengths
and the bond angles. The s.d. o(l) of a bond between two atoms whose
positions are determined independently is

a(l) = [0%(A) + o*(B)Jt
where o(A) and ¢(B) are the atomic co-ordinate s.d. For two independent
atoms of the same kind o(l) = 4/26(A). For a bond across a centre of
symmetry, o(l) = 20(A). Thus, apart from the special cases of diamond
and graphite, the most accurate determinations of C-C bonds yet made
have ¢.s.d. of 0-007 A, or 0-010 A if across a centre of symmetry (co-ordinate
e.s.d. 0-005 A).

The s.d. o(f) of an angle § between three independent atoms A, B, C with
co-ordinate s.d. o(A), ¢(B), o(C) is given by ¢

oy OHA) . 1 2 cos 0 1 a¥(C)

0 =gt + 0 (55 apm0 T Bes) P s ¢ O
For o(A) = o(B) = o(C) = 0-005 A, and AB = BC = 1-40 A, ¢(f) = 0-46°
for 6 = 120°.

76 Jeffrey and Parry, J., 1952, 4864.
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If the molecular symmetry can be assumed to be higher than the crystalio-
graphic symmetry, the averaged bond lengths will be more accurate than
the individual bond lengths. This can be illustrated by reference to the
finite-series-corrected bond lengths of naphthalene and anthracene 38 given,
together with their e.s.d., in Tables 1 and 2. None of the pairs of chemically
equivalent bonds in either molecule differs by more than the e.s.d. of their
differences, so that there is no evidence for differences in the bond lengths
caused by intermolecular forces. The averaged bond lengths are given in
Tables 3 and 4, allowance having been made for the negative correlation of
BC and CD in naphthalene through their common atom C, and similarly
for CD and DE in anthracene. The e.s.d. of the averaged bonds are also
given in these tables, the most accurate bond being CD in anthracene with
e.s.d. 0-004 A. Tables 1 and 2 also illustrate two other features. First,
the lower accuracy of bonds further from the centres of the molecules,

TABLE 3. Chemically independent bond lengths (A) in naphthalene

I { )
‘ Bond ‘ Exptl. 1 s.d. ’ Theor. H Bond i Hxptl Lsd Theor. ‘
; I | !
365 0-006 1-384 i AE o 1-404 0-009 i
1 B(J 425 ‘ 0-005 1-416 !i 610k | 1-393 0-010 42 .
| |

TaBLE 4. Chemically independent bond lengths (A) in anthracene

1

’ Bond Exptl. Esd. Theor. Bond Exptl s d Theor. |

I \

AB 1-371 0-006 1-382 AG 1-108 0-010 1-410 ]
BC 1-424 0-005 1-420 CE 1-436 0-007 1-430

oD 1-396 0-004 1-406 ‘

owing to the rigid-body angular oscillation in the thermal motion causing
the outer peaks to be less sharp; and, secondly, that though atom C is
itself the most accurately defined in naphthalene, the bond CC’ is the least
accurate as it is across the centre of symmetry.

(f) Examples of Electron-density Errors.—Equation (18) shows that the
error in the electron density increases with the number of planes observed.
Electron-density errors thus do not have the same absolute significance as
co-ordinate errors, and are necessarily relative to the number of terms
included in the synthesis. However, by way of examples, in dibenzyl 30
the e.s.d. is 0-125 eA~3, using AF as an estimate of o(F); in the two-
dimensional projection of adenine hydrochloride 4 the e.s.d. is 0-1 eA~2;
and in dimethyltriacetylene ! the e.s.d., due to the random errors of intensity
estimation only, is 0-02 eA~3 at the general positions in the unit cell.

Especially in metallic structures, there is considerable interest in the
number of electrons associated with each atom ; the errors in counting
electrons in peaks have been discussed by Douglas 77 and by Cochran.%*

7 Douglas, Acta Cryst., 1950, 3, 19.
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(g) Possible Improvements in Accuracy.—From the general connections
between the least-squares and the Fourier method mentioned earlier, it can
be shown ¢8 that the most accurate co-ordinates from a given set of data
are obtained either from the correctly weighted least-squares equations or
by using a weighted Fourier series

1 .
v 2 ; 2 ; 2 ; Wiprfua | Fr | cos Crhe 4+ by + 1z — ) . (23)
PR

where w’ is a weight and f is the scattering factor. It is estimated for
dibenzyl 68 that this would improve the co-ordinates e.s.d. by about 259,
from 0-0074 A to 0-0056 A. Accordingly, large improvements in accuracy
are not to be found by any new method for handling the data. Such im-
provements will depend on more and better experimental data and on the
use of more elaborate models for the Foale’s in the refinement process. More
data can be obtained by the use of low temperatures with sufficiently short
wave-length radiation. The problems of obtaining more accurate data
have already been discussed in Section 10(b) (ii), but it is important to realise
that reduction of the random errors of intensity estimation is only part
of the obstacle to increased accuracy. In the two-dimensional projections
of dibenzyl 3 the effect of the random errors of the photographic estimation
is estimated as a component of 0:006 A out of the total of 0-:017 A. In
dimethyltriacetylene,! where a more refined calculated model was used, the
photographic random intensity errors were estimated at 0-:003 A out of the
total of 0-005 A, leaving 0-004 A due to other causes. These instances show
that the photographic method with visual intensity estimates gives good
results when used with care, and that there is no point in making accurate
intensity measurements, unless corresponding trouble is taken both with
the absorplion and extinction errors and with the refinement of the calculated
model. A study of Cochran’s account of the refinement of adenine hydro-
chloride,** where Geiger-counter intensities were used, will show the import-
ance of the latter effects. The use of more elaborate models for the Feale’y
is primarily a difficulty of the labour of computation, as the principles
involved in allowing for bonding electrons and anisotropic thermal motion
now seem to be well understood.

11. Comparison of Experimental and Theoretical Molecular Dimensions

The probability distribution for the errors in the bond lengths and bond
angles approximately follows the Gaussian error law, so that one can never
be certain that the actual error is less than any given amount. Accordingly,
it has been suggested 30, 8 that statistical significance tests should be used
in comparing experimental and theoretical results, and in comparing two
sets of experimental results.

The problem of comparing experimental and theoretical results is usually
a matter of testing the hypothesis that the theoretical values are the true
ones. For example, if a bond length determined experimentally, with
e.s.d. g, differs by ol from a theoretical value, the question to be decided
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is whether the difference might easily occur by chance due to the experi-
mental errors or whether the difference is real and the hypothesis, that the
theoretical value is the true value, is false. A standard statistical procedure
for making such decisions is as follows. On the hypothesis that the
theoretical value is correct, let I’ be the probability that a difference | o7 |
or greater can be observed. If Pis very small the hypothesis is regarded as
doubtful. On the other band, if P is not small, the experimental values
are regarded as not being inconsistent with the theoretical values’ being
correct, though of course they cannot prove this. When P is so small as
to cast doubt on the hypothesis, the difference is said to be significant ; just
how small P has to be for this is arbitrary, but most purposes are served by
taking P << 0-01 as significant. Values between 0-05 and 0-01 are sometimes
taken to be possibly significant, and those < 0-C01 to be highly significant.
For these values of P, the corresponding values of ¢t = 9l/o for the Gaussian
distribution are :

P =005 t=1960; P =001, ¢=2576; P=0001, ¢=3291;
thus for practical purposes a difference of more than three times the e.s.d.
may be taken as real.

In testing the hypothesis that two experimental bond lengths refer to
the same true value, o is taken as the e.s.d. of their difference.

The use of significance tests can be illustrated 38 for the naphthalene and
anthracene results already discussed. These are particularly important
examples, as both molecules have been the subject of detailed theoretical
study by Coulson, Daudel, and Robertson.”® Tables 3 and 4 show the
theoretical bond lengths found by the molecular-orbital method. For
naphthalene the differences on the bonds BC and AE’ are not significant.
For the bonds AB and CC’, 0-01 > P > 0-001, so that the differences
between theory and experiment are significant. For anthracene the ouly
notable difference is for CD, with ¢ = 2-5 giving 0-05 > P > 0-01 which
is possibly significant.

Comparisons of this sort taking the bond lengths one at a time give
very useful valuations of a theory, but they do not give any overall figure
of merit for a molecule as a whole. To overcome this difficulty Cruickshank
and Robertson % have proposed the use of multivariate significance tests, in
which, by taking account of the mutual correlations of error, a simultaneous
comparison of a number of parameters can be made. The simultaneous
comparison % for the four chemically non-equivalent bond lengths of
naphthalene gave P = 0-0001. For the five bonds of anthracene P = 0-05.
Thus treating the molecules as wholes the difference between theory and
experiment is highly significant for naphthalene, but only possibly significant
for anthracene. These comparisons neglected the admitted imperfections
of the theory,”® which are estimated to produce corrections up to about
0-015 A per bond, but their importance is that they show that it is hardly
necessary to postulate any errors in the theory for anthracene, but that
the errors for naphthalene though small are very significant. They support

78 Coulson, Daudel, and Robertson, Proc. Roy. Soc., 1951, 4, 207, 3086.
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the view 7 that the molecular-orbital theory becomes progressively better
as the size of the molecule increases.

12. The Relation between Experimental and Theoretical Electron-
density Distributions

Hitherto the discussion of the results of molecular-structure analyses
has been based on the comparison of bond lengths and valency angles, either
from different experimental sources, or from corresponding experimental
measurements and theoretical predictions. The remarkable degree of cor-
relation which can be obtained for the latter under favourable conditions is
illustrated by the naphthalene and anthracene examples discussed in the
last section.

Not nearly so much attention has been given to those aspects of the
electron-density maps which are not directly concerned with the measure-
ment of molecular dimensions. Although in isolated examples 8% 44, 1 some
partial success has been attained in trying to interpret electron densities
in terms of bonding electrons,* it is also very important to try to extend the
comparison between experiment and theory to include the overall electron
density distribution. Such a comparison would in fact be more direct than
that relating to bond lengths, for there would be no necessity for the inter-
mediate use of empirical bond order-length relations.®® There is, however,
an important gap between the experimental and theoretical descriptions of
the electron densities, which must be bridged before any useful comparisons
can be made. First, the experimental electron-density map calculated by
Fourier synthesis is not the true distribution in the crystal, for it is distorted
by the finite series errors; secondly, the theoretical calculations refer to
the isolated molecule at rest. It would be unsound to deduce a sharpened
infinite-series electron-density map from the more diffuse observed map, for
trivial irregularities due to experimental errors might be magnified into
apparently significant detail. The procedure must therefore be reversed,
and the theoretical electron distribution must be given the experimentally
determined thermal parameters and then converted into the corresponding
series-terminated map. A direct comparison could then be made by means

7 Coulson, J. Phys. Chem., 1952, 56, 311.

8 Brill, Acta Cryst., 1950, 3, 333.

81 Cox and Jeffrey, Proc. Roy. Soc., 1951, 4, 207, 110.

82 Bernal, J., 1946, 643.

83 Cork, Phil. Mag., 1927, 4, 688.

8¢ Harker, J. Chem. Phys., 1936, 4, 381.

85 Cox and Jeffrey, Nature, 1939, 143, 894.

86 Crowfoot, Bunn, Rogers-Low, and Turner-Jones, ‘“ The Chemistry of Penicillin *’,
Oxford Univ. Press, 1949, p. 310.

87 Cochran, Acta Cryst., 1953, 6, 260.

88 Cochran, bid., 1948, 1, 54.

* A recent analysis 87 of salicylic acid carries the interpretation of the electron
density further than in any previous work, and interesting deductions are made con-
cerning the bonding-electrons distribution and the anisotropic thermal motion of the
atoms.
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of an (F¢p — Fiteor) difference synthesis, which would show in convenient
graphical form the overall differences between the electron distribution in
the theoretical molecule and in the true molecule in the crystal environment.

The Reviewers express their thanks to Dr. Maryon W. Dougill for
assistance with the Figures.



